Asymptotic Properties of Principal Component Projections

Introduction

One of the most challenging features of functional data meth-
ods is the assumption of infinite-dimensional data, which gen-
erally forces practitioners to employ some method of dimen-
sion reduction in order to apply multivariate data tools. One
of the most important dimension reduction techniques is tunc-
tional principal component analysis (FPCA). In FPCA, the
data are represented in terms of the eigenfunctions of the co-
variance operator, also known as the functional principal com-
ponents (FPCs). When estimating these FPCs, it is typically
assumed that the associated eigenvalues must be distinct|1].
However, this assumption turns out to be unnecessarily re-
strictive; instead, what matters is the uniqueness of the first
eigenvalue included and last eigenvalue excluded from the di-
mension reduction.

Notation

Let {X1,---,Xn} be a sequence of identically distributed
square integrable random functions in a real separable Hilbert
space H. We define (-,-) and || - || to be the inner product
and norm on H. The covariance operator of X; is defined as
C() = [(X;— FX;, )X, — EX;)| €S, where S represents
the space of Hilbert-Schmidt operators, and C'is the sample
covariance operator, which is also a Hilbert-Schmidt operator.
Let {v;,7 > 1} be the eigenfunctions of C' and {\;,7 > 1}
the corresponding eigenvalues.Define the principal component

projection to be

J
PJ: ZU]'(X)U]'
1=1

and 1ts estimate as

J
Pr=> 0@
j=1
Here we take x ® vy, the tensor product between the functions
r and y, as an operator, such that (z ® y)(h) = (y, h)x.
Thus the principal component projection can be applied to
an object x to get Py(x) = ¥7_(vj, x)v;. These projections
are crucial for our proofs because their use allows for the si-
multaneous estimation of all the eigenfunctions, v;. Since es-
timating each eigenfunction individually requires uniqueness
among the eigenvalues, switching to the estimation of projec-
tions is the critical step that allows us to weaken the assump-
tion, requiring only that the J* and (J 4 1) eigenvalues be

unique.

Assumption 1: Let Zy = v/ N(C — (), and assume there is a mean zero Gaussian Hilbert-
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Main Theorem

Schmidt operator, Z, such that Zy Ny4

Theorem 1

Define the quantity

J <ZN Vi X Uz'>
Ryjn=> >, -
A sy (A=)

(”U]' X V; + U; @ ”Uj).

If Assumption 1 holds and as N — oo, J is such that

then

|VN(P;— Pj) — Ryn|% =

Nl/z()\J_)\J_|_1) — OCQ,
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Corollaries

Assumption 2: As N — oo, we assume that

J

> ().
NX5(Ay — Ay

Corollary 1: If Assumption 1 holds, J is fixed, and Aj # Ay, then

where I'; is a covariance operator acting on, &, the space of Hilbert-Schmidt operators and is

oiven by

J J
Cy=2_2.2 2

VN(P; — P;) B Ns(0,T),

<E[ZN X ZN], V; QU QU & Uz”>

j=1i>J j'=1i'>J

(Aj = Ai)(Ajr = Ai)

Corollary 2: Under Assumptions 1 and 1, if we fix x and y in H, then

Corollary 3: If Assumptions 1 and 1 hold and there exists a sequence of Gaussian processes,

(VN(P; — Pj)(x),y)

D\
Tz @y),z @y N1

{Yy:N=1,2,...} such that

|Zx — Yills = Op(N7°),

then there exist Gaussian processes [y in S such that

|IVN(P; — Pj) — Ryn|ls = Op(2(A\y — Ajp1) N2,

where Ry 18 mean zero with covariance operator 1';.

X (Uj R v; +U; @ Uj) X (Uj/ X vy + Vi K ”Uj/).

Some Applications

These results impact all aspects of FDA in which FPCA is
used, including but not limited to|2|:

« Functional Linear Regression|3]
= Functional GLMs

= Multilevel Functional Models
« Hypothesis Testing for Functional Linear Models|4|

= Functional Classification

= Functional Cluster analysis|5|

Conclusion

These results shed further light on the role of the eigenvalues
in establishing theory for FPCs and their projections. By fo-
cusing on estimating the FPC projections, we find estimates
under milder assumptions, and use this result to confirm the
asymptotic normality of the FPC projections under various
circumstances. We acknowledge that the rates provided in
Corollary 3 can potentially be improved. Since achieving op-
timal convergence rates was not our focus, we leave this for
future work. Indeed, it would be of great use to establish
whether our method of utilizing the FPC projections can lead
to minimax rates of convergence, say, in the instance of func-
tional linear regression, or if the convergence rate presented
in Theorem 1 can be tightened.
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